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Last time

Shortest path problems: formulation

What is a shortest path problem
An “unusual” application

Algorithms for shortest path problems

Two properties
Algorithms for acyclic graphs (pulling and reaching)
Dijkstra’s algorithm
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Today

1 Shortest path problems with negative weights
Issues with Dijkstra’s algorithm
Optimality condition
Label-correcting algorithm
Bellman-Ford algorithm
All-pair shortest path problems



How does Dijkstra’s algorithm fail?
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1 Initialization: d(1) = 0

2 Pick node 1: d(2) = 0, d(3) = 99, d(4) = 1

3 Pick node 2: none

4 Pick node 4: none

5 Pick node 3: d(4) = −201, terminate

Not able to find the shortest path 1− 3− 4− 2 to node 2
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Why does Dijkstra’s algorithm fail?

Correctness of Dikstra algorithm

Given a directed network G = (N,A) with nonnegative arc costs,
Dijkstra’s algorithm correctly determines the shortest path distances from
the source s to every node in the network.

We proved that when a node is selected, its distance label is optimal

1 Base case: distance label of source is optimal
2 Ind. hypothesis: distance labels of first k − 1 selected nodes are optimal
3 Ind. step: by contradiction where nonnegativity of arc lengths is crucial

The optimality of distance labels of selected node is not guaranteed

New algorithms are needed.
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Do the two properties of shortest path problems still hold?

Subpaths are shortest

If the path s = il − i2 − · · · − ih = k is a shortest path from node s to
node k , then for every q ∈ {2, 3, ..., h − 1}, the subpath
s = il − i2 − · · · − iq is a shortest path from the source node to node iq.

Distance labels

Let the vector d represent the shortest path distances. Then a directed
path P from the source node to node k is a shortest path if and only if
d(j) = d(i) + cij for every arc (i , j) ∈ P.

These properties still hold so long as there are no negative cycles.
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Optimality condition

Distance labels

Let the vector d represent the shortest path distances. Then a directed
path P from the source node to node k is a shortest path if and only if
d(j) = d(i) + cij for every arc (i , j) ∈ P.

Shortest path optimality condition

For each k ∈ N, let d(k) be the length of some directed path from the
source to node k . Then the numbers d represents the shortest path
distances if and only if they satisfy the following shortest path optimality
conditions:

d(j) ≤ d(i) + cij for all (i , j) ∈ A.

These optimality conditions suggest a very natural algorithm.
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Generic label-correcting algorithm

Algorithm Label-correcting

1: d(s)← 0 and pred(s)← 0
2: d(j)←∞ for each node j ∈ N \ {s}
3: while some arc (i , j) satisfies d(j) > d(i) + cij do
4: d(j)← d(i) + cij
5: pred(j)← i
6: end while

“Label-setting” vs “label-correcting”
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Label-correcting algorithm: running example
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(b) Label-correcting
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(b) Label-correcting

Arc (1, 3) selected
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Label-correcting algorithm: running example
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(b) Label-correcting

Arc (1, 2) selected
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Label-correcting algorithm: running example

1

2

3

4

5

2

2

4

3

1

3

(a) A directed graph

10

2

2

3

2

4

6

5

∞

2

3

1

3

2

2

4

3
3

1

(b) Label-correcting

Arc (2, 4) selected
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Label-correcting algorithm: running example
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(b) Label-correcting

Arc (4, 5) selected
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Label-correcting algorithm: running example
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Arc (2, 5) selected
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Label-correcting algorithm: running example
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(b) Label-correcting

Arc (3, 5) selected
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Improved label-correcting algorithm

Algorithm Label-correcting

1: d(s)← 0 and pred(s)← 0
2: d(j)←∞ for each node j ∈ N \ {s}
3: while some arc (i , j) satisfies d(j) > d(i) + cij do
4: d(j)← d(i) + cij
5: pred(j)← i
6: end while

Searching for arcs that violate optimality conditions is time-consuming

When to correct distance labels?

1 First note labels of nodes can only decrease
2 When node i ’s label decreases, we might have d(j) > d(i) + cij
3 When a node’s label decreases, add out-going edges to LIST for check
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Label-correcting algorithm: finite-time termination

Algorithm Label-correcting

1: d(s)← 0 and pred(s)← 0
2: d(j)←∞ for each node j ∈ N \ {s}
3: while some arc (i , j) satisfies d(j) > d(i) + cij do
4: d(j)← d(i) + cij
5: pred(j)← i
6: end while

Suppose the arc lengths are integers

Each update decreases the distance label of some node by at least 1

The range of distance label [−(n − 1)C , (n − 1)C ]

The total number of updates is bounded by 2n(n − 1)C = O(n2C )

This is an exponential-time algorithm!

What’s bad? No good bound on the number of iterations.
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Bellman-Ford algorithm: procedure

Algorithm Bellman-Ford

1: d(s)← 0 and pred(s)← 0
2: d(j)←∞ for each node j ∈ N \ {s}
3: for k = 1 : n − 1 do
4: for (i , j) ∈ A do
5: if d(j) > d(i) + cij then
6: d(j)← d(i) + cij
7: pred(j)← i
8: end if
9: end for

10: end for

Clearly, the algorithm runs in O(mn)
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Bellman-Ford algorithm: analysis

Algorithm Bellman-Ford

1: d(s)← 0 and pred(s)← 0
2: d(j)←∞ for each node j ∈ N \ {s}
3: for k = 1 : n − 1 do
4: for (i , j) ∈ A do
5: if d(j) > d(i) + cij then
6: d(j)← d(i) + cij
7: pred(j)← i
8: end if
9: end for

10: end for

After k iterations

After k iterations, each distance label d(i) is the length of the shortest
s − i path that uses k or fewer arcs provided such paths exist.

Thm: if no negative cycles, B-F finds shortest paths.
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Detecting negative cycles: first attempt

Algorithm Bellman-Ford

1: d(s)← 0 and pred(s)← 0
2: d(j)←∞ for each node j ∈ N \ {s}
3: for k = 1 : n − 1 do
4: for (i , j) ∈ A do
5: if d(j) > d(i) + cij then
6: d(j)← d(i) + cij
7: pred(j)← i
8: end if
9: end for

10: end for

When B-F algorithm terminates, there are two possibilities

1 The distance labels do not satisfy the optimality condition
2 The distance labels satisfy the optimality condition

In case 1, negative cycles must exist (correctness of B-F)

In case 2, negative cycles cannot exist
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Detecting negative cycles: second attempt

B-F does not identify a negative cycle

B-F cannot terminate early

B-F builds a predecessor graph Gp defined by (pred(i), i)

Size of distance labels

If (i , j) is an arc in the predecessor graph, then d(j) ≥ d(i) + cij .

Costs of paths

For an h− ℓ path in predecessor graph, the path cost at most d(ℓ)− d(h).

Appearance of cycles

The first cycle appearing in predecessor graph must have negative cost.
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Detecting negative cycles: second attempt

Algorithm Bellman-Ford with cycle detection

1: d(s)← 0 and pred(s)← 0
2: d(j)←∞ for each node j ∈ N \ {s}
3: for k = 1 : n − 1 do
4: for (i , j) ∈ A do
5: if d(j) > d(i) + cij then
6: d(j)← d(i) + cij
7: pred(j)← i
8: if Gp contains a cycle C then
9: Return C

10: end if
11: end if
12: end for
13: end for

This algorithm rums in O(mn2) (DFS for detecting cycles in O(n))

Further improvement possible, running time can be reduced to O(mn)
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All-pair shortest path problems

How can we find shortest paths between every pair of nodes?

Naively run Dijkstra (O(m logd n)) or B-F (O(mn)) n times

When there are negative arcs (no negative cycles)
1 Run B-F once and transform to nonnegative arc case

For arc (i , j), set c ′ij = d(i) + cij − d(j)

2 Run Dijkstra afterwards with c ′

3 Total running time O(mn logd n)

Why does it work?

Faster algorithm in O(n3) is available: Floyd-Warshall algorithm
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Shortest path problems are not dead yet
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Upcoming

Week 1-8 (AU4606 & AI4702):

Introduction (1 lecture)

Preparations (3 lectures)

basics of graph theory
algorithm complexity and data structure
graph search algorithm

Shortest path problems (this & next lecture)

Maximum flow problems (5 lectures)

Minimum cost flow problems (3 lectures)

Introduction to multi-agent systems (1 lecture)

Introduction to cloud networks (1 lecture)

Week 9-16 (AU4606):

Simplex and network simplex methods (2 lectures)

Global minimum cut problems (3 lectures)

Minimum spanning tree problems (3 lectures)
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